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ABSTRACT

I April 1991, Galileo’s X-band high gain antenna
Jailed to deploy. An alternate approach which utilizes the
spacecraft’s S-band low gain antenna was conceived and is
in development. This approach will enable the accomplis -
ment of at least 70 percent of Galileo’'s original scientific
objectives. The short development period dictates that rhe
spacecraft system design, the ground data system design, and
the operational system scenarios and procedures necessary
to conduct the mission be developed concu yrently, and places
a premium on validating the system designs as early as
possible. This paper presents an overview of the Galileo
mission, briefly describes the changes required to implement
the orbital phase of the Galileo mission, and describes the
Junctional model of the end to end system which was devel-
oped to support the systems design effort.

1. BACKGROUND AND MISSION [)1CSCRIPTION

Following the failure of Galileo’s X-band high gain
antenna (H GA) to deploy in April 1991, an approach which
utilizes the spacecraft’s S-band low gain antenna (1 .GA) was
conceived and isin development. The alternate approach
wasfirst described in Reference [ 1] and later in [2] and [3].
Reference [4] provides an overview of the entire Galileo
mission and provides details about the science instruments.
This paper describes a process used to aid in the validation of
the system design by discussing a number of the issues that
introduced uncertainty into the system performance and thc
usc of an end to end system functiona model that qualita-
tively characterized that performance.

As the spacecraft (S/C) to Earth range increases, thc
achievable data rate with tbc existing S/C and ground capa-
bilities will fall to less than 10 bits per second (bps) during
much Of thC remaining Mission. After all attempts to deploy
the HGA were exhausted, the Galileo Systems Development
organization was established in March 1993 with the objec-
tive of fully implementing tbc alternative approach.

Because of the extent of thc software changes required
to perform the mission using the 1.GA and the limited size of
tbc on board memories, the remaining Galileo mission using
the.GA must bc accomplished with three distinct software
loads.

The existing spacecraft software, referred to here as
Phase O, will be used until about March 1995.

The software in tbc spacecraft Command and Data
Subsystem (CDS) will then be modified to Phase 1 software
which will be active on the spacecraft from March 1995
through March 1996, during which time tbc Jupiter ap-
proach, 10 encounter, Jupiter probe relay, and Jupiter orbit
insertion (JOI) portions of the mission will be performed.
Reference [3] describes the design of the Phase 1 soft ware in
detail.

Lastly, Phase 2 changes will include a ncw flight soft-
ware load for tbc CDS and software changes to eight out of
cleven of the S/C science instruments, Phase 2 changes will
be transmitted to the S/C in March and April 1996 and will
remain active throughout the remainder of the mission.

A total of ten encounters with three of tbe Jovian satel-
lites (Call isto, Europa, and Ganymede) will occur during the
orbital operat ions portion of the mission. As shown in Figure
1, each of these encounters will consist of an approximately
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Figure 1. Orbital operat ions scenario.
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seven day encounter with Jupiter and the satellite, followed
by orbital cruise during which the data collected during tbe
encounter will be returned to Earth. Fields and particles
(F&P) data will be collected and returned in real time during
most of each orbit as well as a fcw short duration remote
sensing science observations which may be recorded during
the orbital cruise period for later return during the same or
subsequent orbit. Each of the ten encounter orbits is of
different duration and each occurs at a different Earth to
Spacecraft range, resulting in unequal amounts of data being
returned from the ten orbits.

2. SPACECRAFT DIMKXIP110ON

Reference [5] provides an overview of the Galileo space-
crait and Reference [6] describes the CDS. Although a very
brief description of parts of tbc spacecraft relevant to the
modifications being made to support the LGA based mission
will be given here, more detailed information should be
obtained from the references.

3. SPACECRAFT SOFTWARE DESIGN FOR
ORBITAL OPERATIONS

3.1 Overview

The objectives of thc Phase 2 modifications arc to:

(1) Increascscience information density of the downlink
using compression and other onboard processing,

(2) Increase the number of downlink data rates and modes in
order to utilize link capability efficiently,

(3) incorporate advanced coding techniques to increcase
telemetry return, and

(4) Increasc the actua or effective Deep Space Network

(DSN)  aperture  for Galileo.

Phase 2 involves more extensive changes to both space-
craft and ground systems than Phase 1. These changes allow
editing and compression of the science and engincering data
streams, and provide a buffering mechanism to manage thc
flow of data from real time sources and thc Data Management
Subsystem (IDMS) rccorder playback into the downlink
channel. A fundamental change from time division multi-
plexed (TDM) downlink to packet telemetry is also being
made to make efficient usc of the downlink channel given
variable packet sizes which result from data compression and
toprovidc flexibility in selecting which data is tobc included
in tbc downlink.

A large number of special processing features arc pro-
vided which allow flexibility in controlling the data collec-
tion, processing, and downlink. They include individual and/
or group instrument deselection from the realtime, record, or
playback data streams, editing algorithms, compression al-
gorithms, and a number of features used to provide data
continuity.

Eight out of clevenscience instruments arc being modi-
ficd to change their functionality to be compatible with tbc
ncw spacecraft capabilities; Dust Detector Subsystem (DDS),

Energetic Particle Detector (EPD), Extreme Ultraviolet
(EUV),Magnctometer (MAG), Near-InfrarcdMapping Spec-
trometer (NIMS), Plasma Subsystem (1'1.S), Solid-State
imaging (SS1), and Ultraviolet Spectrometer (UVS). The
Heavy lon Counter (H 1C), Photo Polarimeter Radiometer
(PPR), and Plasma Wave Subsystem (PWS) arc not
reprogrammable in flight,

3.2 Real Time Processing

IYigure 2 shows the processing flow for real t ime science
and engincering data. In tbc center of tbe figure arc two
buffers, a4 Kbyte priority buffer, and a 70 Kbyte multiuse
buffer. Each of these buffers arc first in first out buffers.
When any data arc in the priority buffer, they arc sent to the
ground before any data in tbc multiuse buffer arc sent.

The priority buffer receives data from CDS engincering
telemetry at onc of three commandablc rates; 2 bps, 10 bps,
or 40 bps. It dso receives edited optical navigat ion (OPNAV)
images from SS1.

F&P instrument data (MAG, EPD,PLS, PWS, DDS,
HIC) and EUV, UVS, and NIMS arc collected using onc of
nine real time science (RTS) formats.

The capability is provided to desclect any source or
sources from inclusion in tbc RTS data stream. This deselect
capability allows flexibility in control of the downlink data
content, but contributes to thc variability of tbc RTS stream.

Record rate change coverage (RRCC) is used to provide
data cent inuit y during DMS record rate changes. The RRCC
collects data during this change period and inserts it into the
multiuse buffer for downlink with the real time data. Thus,
this data might arrive weeks ahead of related data that was
stored on the DMS tape recorder.

3.3Record Processing

Figure 3 shows the processing flow for record data.
NIMS and PPR data arc edited in CDS. PPR data, because
they arrive at a rate much siower than the minimum DM S
recorder record rate, arc buffered in a burst buffer prior to
recording. F&P instrument data, including PWS high rate
data, EUV, UVS, and SSlarc recorded directly to tape.

Fifteen record modes provide fixed opt ions for select ing
bow much of each instrument is rccorded on tape and at what
speed the data arc rccorded onto the DMS rccordcer. Onc of
the ncw record modes provides the capability to dump the
multiuse buffer to the DMS recorder. This buffer dump to
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Figure 2. Real time data processing.



3.7 Telemetry Processing

Telemetry processing has been fundamentally changed
from afixed TDM structure to a packet telemetry structure,
except for fault recovery conditions where the existing 10
and 40 bps TIDM residual carrier modes of the existing design
have been retained. The ncw processing steps consist of
collecting the data into packets, assembling packets into
virtual channel data units (VCDUs), collecting VCDUs into
R-S encoded frames, convolutional encoding, modulation,
and transmission.

Figures 5 and 6 describe the variable length packet
structure and the fixed length VCDU structure. No further
elaboration on these structures is planned in this paper.

VCDU processing is shown in Figure 7. As shown, all
VCDUs eventually end up in the processed data portion of the
multiuse buffer, except for VCDUs with 1D = 0, which go
through the priority buffer.

As downlink telemetry link alows, VCDUs arc col-
lected, four at atime, first from the priority buffer, then from
the multiuse buffer, and finally from special PWS fill data
VCDUs. These four VCDUs arc assembled into a 2048 byte
telemetry frame and R-S encoded as shown in Figure 8. A R-
Sinterleave depth of eight isused along with four different
lengths of R-S parity bits.

The CDS then software (11, })convolutionally en-
codes the frame and sends the data to the Telemetry Modu-
lation Unit (TMU) in the Modulation Demodulation Sub-
systemat one of eight ground commandable downlink telem-
ctry rates (8, 20, 32, 40, 60, 80, 120, or 160 bps). These
downlink telemetry rates arc determined by acombinat ion of
hardware constraints within CDS and the sclected 2048 byte
frame size.

The TMU hardware (7, }5) convolutionally encodes the
data received from CDS, providing an cffective (14, %)
convolutional code on the downlink symbol stream. These
coded data arc modulated onto the downlink carrier using the
low ratesubcarrier and a modulation index of 90°, resulting
in afully suppressed carrier signal. This resulting signal is
sent to the Radio Frequency Subsystem for transmission
through the S-band transmitter, operated at its high power
setting, and the S-band 1.GA.

Ninety telemetry modes arc provided. These ninety
modes represent combinations of the three engincering data
rates, the nine RTS formats, and the eight downlink telemetry
rates. When the effective collection rate of the RTS and
cngincering datais less than the downlink telemetry rate, the
multiuse buffer is emptied, and vice versa, Emptying of the
multiuse buffer is a required condition for being able to play
back data from the DMS rccordcr.

4. IWNC110ONAI. MODEL

As discussed, the disparate scicnce data acquisition and
tclemetry downlink rates, which require extensive data buff-
ering on tbc spacecraft, and the uncertainties introduced by
data dependent compression, which result in data volume
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Figure 8. Telemetry frame structure.

unceriaintics of approximately 2:1, make the performance of
the system designs non deterministic. The additional com-
plexity of onc way light times approaching onc hour requires
much autonomous data handling on the spacecraft.

To fully appreciate thc interaction of these factors, an
end to end system functional model was developed using a
commercial modeling tool. Using this tool to simulate the
operation of tbc cnd to end system, from instrument data
sources to the project database on the ground, for a represen-
tative orbit, designers have been able to rnakc design tradeoffs
and to look for surprises in the operation of the system.



4.1 Overview

The Galileo system was modeled for four primary rea-
sons:

1. To ensure that a multiuse buffer overflow did not leadto
uncontrolicd loss of data,

2. To analyze the effect of tradeoffs in Phase 2 software
design,

3. Tovisualize how the system responds to varying com-
mand sequences, and

4. To calculate statistically the time between data acquisi-
tion and ground data reception.

The multiuse and priority buffers, instruments, DMS
recorder, and downlink arc included with varying levels of
detail. Since concern over multiusce buffer overflows was
utmost, the model tracks each datum entering and exiting the
multiuse buffer. The instruments, however, simply produce
data at aspecified rate.

A commercial tool [10] provided the basic facilities
needed to develop the Galileo model. Its hierarchical nature
allows a model to be developed at a high level, specifying
details only when nccessary.

The model requires two input files:

1. A file containing the scquence of commands which
occur during the orbit in question and
2. A file containing the status of each of the instruments

(whether the data collected by each instrument is re-

tained or discarded, and how compressible that data is

estimated to bc) as a function of time.

When run, the model uscs a Parallel Virtual Machine
[11] to communicate with a graphical user intcrface. The
graphical user interface displays various information about
the system, such as the contents of the multiuse buffer or what
types of VCDUs arc being downlinked.

4.2 Instruments

Themodel viewsinstruments as a source of data packets,
with no information about the data contents. The data from
theinstruments arc either qucued into the molt iuse buffer, the
priority buffer, or the recorder or arc discarded.

4.3 Data Management subsystem

The DMS keeps track of the record mode and selected
instruments as a function of time. Data packets arc not
produced until the tape is read.

When in playback mode, the DMS begins producing
data packets based on the appropriate record mode when the
multiuse buffer usage drops below the minimum fill level.
The DMS stops producing data packets when the multiuse
buffer rises above the maximum fill Ievel. The minimum and
maximum fill levels arc controlled via the command se-
quence datafile.

4.4 Multiuse and Priority Buffers

The data buffers keep track of the data type (specific
instrument, record data, or VCDU) for every byte in the
buffer. If a packet would cause a buffer to overflow, the
packet is discarded.

4.5VCDU Production

Downlink VCDUs arc divided into five categorics:
priority, real time, recorded data, RRCC, and fill. Each of the
categories of VCDU isproducedindependently. AlIVCDUs
arc stored in the multiuse buffer, except for the priority
VCDUs, which arc stored in the priority buffer, and fill
VCDUs, which arc only created when necessary for the
downlink and never take up space in any buffer.

4.6 Downlink

Telemetry frames arc produced whenever necessary,
i.e., the downlink is never idle. Under normal circumstances,
any available priority VCDUs arc packed into the telemetry
frame, followed by any other available VCDUs. If no
VCDUs arc available, fill datais packed into the telemetry
frame. At times specified by the command sequence, only fill
data is used for telemetry frames.

4.7 Graphical Display

The display program can be run either from a saved data
file or while the model is executing. The display consists of
amenu bar and adata display area. The data display areais
divided into three areas: an alphanumerical status display and
control area at the top; a graphical area, which is divided into
four quadrants, at the middle; and a legend describing the
colors used in the graphical areais placed at the bottom.

Any of the graphs described below can be displayed in
any of the four quadrants. All four quadrants arc synchro-
nized to display data for the same period of t imc and scrolling
onc quadrant scrolls the others. The horizontal time scale of
the graphs can be adjusted to display from 54 minutesto 54
days at onc time.

The multiuse buffer graph contains two lines, onc each
for the maximum and minimum fill levels, and anumber of
stacked histograms. The histograms display the amount of
multiuse buffer space used by each VCDU type: playback
data, real time data, RRCC data, BDT record data, BDT real
time data, BDT RRCC data, and fill data, plus non-VCDU
data. The active stations (Goldstone, Canberra, and Madrid)
arc indicated by initials at the bottom of the graph. The
vertical scale on this graph is the percentage of the multiuse
buffer used.

The priority buffer graph displays the status of the
priority buffer. The amounts of the buffer used for engincer-
ing data (non-VCDU), OPNAV data (non-VCDU), and
engincering VCDUs arc displayed as stacked histograms.
Thevertical scale is thepercentage of thepriorit y buffer used.

The tape recorder capacity graph displays the percent-
age of thet apc recorder used. The graph contains stacked
histograms displaying the amount of tape used for BDT data,
BPT data, engincering data, “ garbage” data (“garbage” data
occurs when the tape speed changes), or “other” data (any-
thing else). The vertical scale on this graph is the percentage
of the tape recorder used.

The downlink graph displays the VCDUs being
downlinked. The graph contains stacked histograms for
every type of VCDU: playback data, real time science data,



engincering data, RRCC data, BDT record data, BDT real
lime data, BDT RRCC data, and fill data. Thereisalso aline
for the theoretical maximum downlink rate. Thc vertical
scale on this graph is the downl ink rate in bits per second.

The tape map display is a color coded map of thc tape
contents. Because of the large tape recorder capacity, it is
impossible to display every bit of data on the tape recorder.
The types of data were therefore prioritized in the order
“other”, engincering, BPT format data, “ garbage” data, and
BDT data, from lowest to highest. In other words, if BDT
data maps to the same place in the tape map as BPT format
data, the BPT format data will not be seen. The tape map is
displayed as of the current time (defined by tbc position of the
scroll bars in the other graphs).

The playback table display describes the status of the
tables which control the playback process. The playback
table is displayed as of the current time.

5. SUMMARY

Galileo orbital operations require substantial changes to
spacecraft systems, in a relatively short development period,
in order to accomplish the Galilco missionusing te limited
downlink capabilities of the I.GA.

The objectives of the Phase 2 moallifications arc met with
the design described, it remains to implement and usc that
design for the conduct of the orbital opcrat ions portion of the
Galileo mission.

The usc of the end to end functional modecling tool
greatly incrcased the confidence in thc resultant systems
design, and the specific objectives set down for the modeling
effort were met, Some lessons were learned in the process: 1)
the tool chosen was appropriatein that it allowed increasing
detail and fidclity where it was nccded, 2) the usc of the tool
should have been applied earlier in the design cycle to
increase its usefulness as a“design” tool rather than a“design
validation” tool, and 3) the value of the graphical displaysin
understanding the functioning of the ¢nd to end system was
initially underestimated and could have contributed more if
additional emphasis had been placed on the development of
those displays earlier in the application of the tool.
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